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Learning in the Presence of Strategy

@ Agents with different goals, information and strategies interact with
Al/ML algorithms

@ Agents are rational; take action that is best given their information

e Misalignment in objectives (also, sometimes information) leads to
inefficiency
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Strategic Learning

Classical vs Strategic Learning
@ Let f be a binary classifier
@ Deployment time: (x,y) ~ D is seen as is by f in classical setting.
e Strategic setting: (x,y) — (X, ¥).
The change (in feature value) is made by strategic agents (more on it
later) in response to deployed classifier f
If y/ =y then it is called gaming @
If also y’ # y; the rule f is called performative prediction

aStrategic Classification, Hardt, Maggiddo, Papadimitriou, Wooters. ITCS 2016
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Strategic Modification of data at deployment time

e Agents/Users want favourable outcome; 1 if classified positively and 0
otherwise.

o Classifier designed to predict true label accurately;
@ Users optimal response to f
A¢(x) € arg min ( f(x') — c(x,x’))
X' EX \ <~ ——

classfier cost

- ¢(x,x’) : cost of reporting x as x’.

- cost is non-negative, truthful reports incur zero cost
o System's payoff: E(, ,)p[f(Ar(x)) = y].

Throughout this talk we will consider

f; € arg p;i;E(x,y)ND[f(Af(X)) #y]

(J
Systems goal: Find * that adjusts to distribution shift in test dataﬂ!,
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Applications

© Health risk predictions Deploy
@ Bank loan approvals

© Corporate
hiring/promotions ...

Gaming:

rain

Gaming

Introduction 8 /46




Gaming

THE COBRN EFFECT

A WELL-INTENTIONED MEMSURE CAN OFTEN BACKFIRE [
AND HANE THE OPFOSITE EFFECT TO INTENDED

]

B8
}‘L’L‘

|
i
{
INTENTION  ACTION EFFECT \
REOVUCE COBRD A BOUNTY FoR.  PEOPLE STARt |
POPULTION DEBD (BRAS!  oBRIN FARMING




Gaming

THE COBRN EFFECT

A WELL-INTENTIONED MEMSURE (AN OFTEN BACKFIRE [

AND HANE THE OPPOSITE EFFECT TO INTENDED verse Poace, love, and puppies / Ol The thing
| cbjecivewe cre St caroabout s gert
v ‘ N\ eyttt
~
X, o how o meseurs
“a— and opiimize
INTENTION ACTION EFFeCT

Time

REOUCE COBRD A BOUNTY FoR. PEOPLE STRR T
POPULTION DEBD (BRAS!  oBRIN FARMING




Warmup

@ Classical vs strategic classification: Dirajn 7 Drest in strategic
classification
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Warmup

@ Classical vs strategic classification: Dirajn 7 Drest in strategic
classification

@ Dyest is a obtained from implemented classifier f and Dy,ain
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following Stackelberg game
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Strategic Classification

@ Game theoretic interpretation: Two players, System and User(s) play
following Stackelberg game

» System learns a classifier f from training data Dyain

» System declares f publicly

» User, on observing f, misreport (at cost) her features to obtain the
desired outcome from f

Goal: To minimize risk under strategic data distribution shift (strategic
error).

l.l
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Learning Objective

Objective Function

n

1
rftng_ p 12_: 1[f(Af(xi)) # yi

with Af(x) = argmax f(x") — c(x, x")
X/

@ cost function important (Af(x) unique?)

@ Strategic Agents: Move to the point y on the boundary of the
classifier at cost c(x, y) only if ¢(x,y) < 2.

@ Nested min-max problem
(J
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Examples
o c(x,y) = |ly — x||2, F linear classifiers; f(x) = w”x. Then

Ty s :
Aulx :{x if wix>0orc(x;w)>2. (1)

proj(x; w) otherwise
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Learnability Issues !

@ Induced class Fa = {f(Af(x)) : f € F}.
e SVC(F) := VC(Fa).
@ Cost is important

» instance-invariant cost (cost of altering x is the same for all x);
SVC(F) = VC(F) for linear f
> instance-wise cost: SVC is co even for linear classifiers.

i
!Sundaram et al. PAC-learning for Strategic Classification, JMLR 2023
T



Learning Results: Strategic ERM

Definition (Strategy Robust Learning)

An algorithm A is a strategy-robust learning algorithm for a class of cost
functions C if for all distributions D, for all class probabiliy functions n, all
c € C and for all € and 9§, given a description of ¢ and access to labeled
examples of the form (x,n(x)), where x ~ D, A produces a classifier

f: X — {—1,1} so that, with probability at least 1 — J over the samples,

Pre.p(n(x) = f(Af(x))) > OPT(D,c) — ¢

Introduction Models of Strategic Learning Improvement Aware SC



Theorem

Let ‘H be a concept class, D be a distribution and ¢ be a separable cost
function. Further, let m denote the number of samples and suppose

Rm(H) + 2\/Iog(':7+ D + \/logé,zn/é) % (2

~—

Then SERM outputs f such that w.p. atleast 1 — ¢,
Pyep(n(x) = f(A(x))) > OpT(D, ¢) —&.

Introduction Models of Strategic Learning Improvement Aware SC




More on optimization Problem

@ Why cant we use surrogate loss functions (such as hinge loss, log loss)

‘ 1 - max(0, 1- yw'x)

Models of Strategic Learning
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Variation 1: SC in the Dark 2

1
2Ghalme et al. Strategic Classification in the Dark, ICML 2021. ——
8 s



SC in the Dark

© Agent(s) may not have complete access to f;
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SC in the Dark

© Agent(s) may not have complete access to f;

@ Agents may have access to decisions by f; Example: OpenShufa

Definition (Strategic error in the dark)

-~

ERR(f, f) = Px~p(y # f(A(x))) (3)

Who is in the dark? By making f public, System can anticipate agents’
response better (and construct robust f). By keeping f private, System is
also in the dark as partially informed users may lead to unpredictable
response.

Introduction Models of Strategic Learning



Price of Opacity
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Main Results

Definition (Price of Opacity (POP))

POP(f,f') := ERR(f, f') — ERRr(f, f).

Here f is the System’s classifier and f’ is the classifier Agents’ classifier
(Agent responds to f').
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Main Results

Definition (Price of Opacity (POP))
POP(f,f') := ERR(f, f') — ERRr(f, f).

Here f is the System’s classifier and f’ is the classifier Agents’ classifier
(Agent responds to f').

Theorem (POP characterization)
If Poup(x € E) > 2ERR(F*, f*) + 2¢, then POP > 0.

I.l
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POP in Prosper.com loans data (safety=0.02)

0.350 4
SVM(in the dark) SVM(fully-informed) SVM(non-strategic)
0325 — HARDT(in the dark) HARDT(fully-informed) HARDT(non-strategic)
0.300 o
. o 024 \ —— HARDT
0.275
— 0.0 T T T
] 10! 10° 10°
- 0.250
@ m
0.225 POP
0.200 4
0.175
10! 10° 10°
m

Figure: Price of Opacity is positive and decreases with the training samples m

used to construct f.

Models of Strategic Learning
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Performative Prediction 3

1
3Perdomo et al. Performative Prediction. ICML 2020 ——
Y



Variation 2: Performative Prediction

@ SC assumption: Labels are immutable

@ Performative Prediction: The (joint) distribution D changes to D(6)
where 6 represents the parameters of the classification rule.

e Predictive Optimal policy PO = argminser Ezp(9))¢(Z; 0)

I.l
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Performative Prediction

@ The deployed classifier has performative effect on qualification
(improves with the cost/effort spent on obtaining positive outcome).
o Let classifier paramaters be 6 then, Dgepio, = D(0).

l.l
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Performative Prediction

@ The deployed classifier has performative effect on qualification
(improves with the cost/effort spent on obtaining positive outcome).
o Let classifier paramaters be 6 then, Dgepio, = D(0).

Definition (Performative Risk)

PR(0) = Rz.p(9)(Z;0)

Definition (lterative Version)

Oir1 = arg mein Ezp@)lZ;0)

Definition (Performative Stability)

A model fy,, is called performatively stable if

GPS = arg mein EZN'D(QPs)g(Z; 0)) (4)

Introduction Models of Strategic Learning Improvement Aware SC



Results: Performative Predictions

Theorem (Informal)

If the loss is smooth, strongly convex, and the mapping D(.) is sufficiently

Lipschitz, then repeated risk minimization converges to performative
stability at a linear rate.

26 / 46
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Results: Performative Predictions

Theorem (Informal)

If the loss is smooth, strongly convex, and the mapping D(.) is sufficiently
Lipschitz, then repeated risk minimization converges to performative
stability at a linear rate.

Theorem (Informal)

If the loss is Lipschitz and strongly convex, and the map D() is Lipschitz,
all stable points and performative optima lie in a small neighbourhood
around each other.

Models of Strategic Learning Improvement A



Improvement Aware Strategic Classification

I.l
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Improvement Aware SC

@ Assume that 77 is component-wise increasing in x 4 and the cost
function is decomposable.

1
*Feature value indicates qualification; higher the better. R
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Improvement Aware SC

@ Assume that 7 is component-wise increasing in x 4 and the cost
function is decomposable.

@ Define
> ERRs(f) *E(xyND[]]-( ( ( ) 7& )]
> ERRinp(f) 1= E(x,)~p[L(f(Ar(x)) # y')] where
y' ~ Bernoulli(n(Af(x)))
@ Goal: Find optimal Strategy aware classifier i.e.,
firo € argminfe r ERRipp(f)

imp

@ Also assume that the Bayes optimal classifier is also Linear.

1
*Feature value indicates qualification; higher the better. =

Improvement Aware SC 28 / 46



Results

Theorem
f*(x;w,b) = £ (x; w, b+ ¢) with ¢ = max; 2.

e f* represents an optimal (linear) classifier with pristine,
non-manipulated data; a naive approach
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Results

Theorem
f*(x;w,b) = £ (x; w, b+ ¢) with ¢ = max; 2.

e f* represents an optimal (linear) classifier with pristine,
non-manipulated data; a naive approach

o Optimal classifier with manipulated data with no-improvement; a
pessimistic approach
Theorem

;;np(x) = *(x; w, b+ ¢') where ¢' € [0, max; gj] Furthermore,
erTimp(fS) < errimp(f*).

@ The improvement aware classifier lies between naive and pessimistic
classifiers.

@ Also, the pessimistic classifier is a more reliable proxy for 7|
improvement aware classifier over a naive classfier.

f Strategic Learning Improvement Aware SC



Takeaways

@ Traditional ML algorithms perform poorly in a strategic setting
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Strategic ERM

Algorithm 1: A: gaming robust classification algorithm for separable cost functions

1 Inputs: Labeled examples (x;, h(x;)),..., (X h(x,,)) from x; ~ Diiiid.. Also, a description
of a separable cost function c(x,y) = max{0,c,(y) - ¢, (x)). 3
2 Fori=1,..,m,let

ti= ¢y (x;)

max(ca(X)N [t t;+2]) caAX)N[ti,t; +2]20
© (X)N[tit;+2]=0
For convenience, set 5,,, 1 = co.

3 Compute

&rt(si) = %ﬂil[/l(r,)xq[s, 72|<\',||.
=1

4 Find i*, 1 <i* < m+ 1, that minimizes &ri(s;). 1
g )

5 Return: f := ¢
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Strategic ERM

Algorithm 1: A: gaming-robust classification algorithm for separable cost functions

1 Inputs: Labeled examples (x, h(x,))...., (X, h(x,,)) from x; ~ D i.i.d.. Also, a description
of a separable cost function c(x,) = max{0,¢;(y) - ¢, (x)}-
s

max(ca(X)N[t; t;+2]) cAX)N[ti,t; +2] =0
w o(X)N [tk +2]=0

For convenience, set s, = co.
3 Compute

&(s;) == %il[Iltnl*r|[>,72]1r,l],
p=3

4 Find i*, 1 <i* < m+ 1, that minimizes &(s;). t;
5 Return: f = cyfs;.]. z
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Strategic ERM

Algorithm 1: A: gaming-robust classification algorithm for separable cost functions

1 Inputs: Labeled examples (x, h(x,))...., (X, h(x,,)) from x; ~ D i.i.d.. Also, a description
of a separable cost function c(x,) = max{0,¢;(y) - ¢, (x)}-
2 Fori=1,...,m, let

max(ca(X)N[t; t;+2]) cAX)N[ti,t; +2] =0
oo aX)Nn[t,;+2]=0

For convenience, set s, = co.
3 Compute

g
&rE(s) = ,%Zl (1) = erlsi = 210y}
p=3

4 Find i*, 1 <i* <m+ 1, that minimizes &F¥(s;). si—2 t; Si t; +2 7

5 Return: f :=c)[s;:].
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Strategic ERM

1, ifer(z) > 8 — 2

cfsi —2)(z) = —1,ife(z) < s —2

Algorithm 1: A: gaming-robust classification algorithm for separable cost functions

1 Inputs: Labeled examples (x, h(x,))...., (X, h(x,,)) from x; ~ D i.i.d.. Also, a description
of a separable cost function c(x,) = max{0,¢;(y) - ¢, (x)}-
2 Fori=1,..., m, let

ti = (x;)
o max(c(X)N [t ti+2]) cX)N[t,t;+2]=0
T e a(X)Nn [t t;+2]=0

For convenience, set s, = co.
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g
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Strategic ERM

Algorithm 1: A: gaming robust classification algorithm for separable cost functions

1 Inputs: Labeled examples (x1,h(x)),...., (X, h(x,y)) from x; ~ Dii.d.. Also, a description
of a separable cost function c(x,y) = max(0,¢,(y) - ¢, (x)}.
2 Fori=1,...,m,let

ti= ¢y (x;)

max(ca(X)N [t t;+2]) caAX)N[ti,t; +2]20
© (X)N[tit;+2]=0
For convenience, set 5,,, 1 = co.

3 Compute

&E(s;) = %Zl[/l(r,)xq[s, -2(x))}-<a
=

4 Find i*, 1 <i* < m+ 1, that minimizes &ri(s;). 10
g )

5 Return: f := ¢
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1if cp(z) > s}

C2 [s;*](m) =\ _1if e (z) < st

Algorithm 1: A: gaming-robust classification algorithm for separable cost functions

1 Inputs: Labeled examples (x;, h(x,))
of a separable cost function c(x,
2 Fori=1,..,m,let

(X (X)) from x; ~ D ii.d.. Also, a description
max{0,c2(y) - ey (x)}.

ti=a(xi)

_ Jmax(e(X)n[tut; +2)) e(X)N[t;,t;+2] 20
T e a(X)N[titi+2]=0.
For convenience, set s,,, = co.

3 Compute

&r(si)i= & ) 1{hix)) = crlsi - 21(x))}
=]

4 Find i*, 1 <i* <m+ 1, that minimizes &F¥(s;).
s Return: f = c3[s-]. o
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New input 1
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New input 1
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New input 2
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New input 2
Optimal not to move!
L]
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